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Abstract—In this position paper we discuss the usage of various interaction technologies with focus on the presentations of 3D
visualizations involving a presenter and an audience. While an interaction technique is commonly evaluated from a user perspective,
we want to shift the focus from a sole analysis of the naturalness and the ease-of-use for the user, to focus on how expressive and
understandable the interaction technique is when witnessed by the audience. The interaction process itself can be considered to
be a communication channel and a more expressive interaction technique might make it easier for the audience to comprehend the
presentation. Thus, while some natural interaction techniques for interactive visualization are easy to perform by the presenter, they
may be less beneficial when interacting with the visualization in front of (and for) an audience. Our observations indicate that the
suitability of an interaction technique as a communication channel is highly dependent on the setting in which the interaction takes
place. Therefore, we analyze different presentation scenarios in an exemplary fashion and discuss how beneficial and comprehensive
the involved techniques are for the audience. We argue that interaction techniques complement the visualization in an interactive
presentation scenario as they also serve as an important communication channel, and should therefore also be observed from an
audience perspective rather than exclusively a user perspective.

Index Terms—Interaction, audience, 2D and 3D user interfaces, direct touch, touchless, voice control.

1 INTRODUCTION

Oral presentations, being the most traditional form of presentation
techniques, have been around since time immemorial. While they were
initially limited to a lecturer talking, tools and techniques have been
added to enhance the presentation. A prime example of an enhancement,
which shows that interaction techniques matter a great deal, is medical
schools’ education based on the dissection of cadavers in class. Here,
not only the presented content is of interest but also the way the lecturer
interacts with the cadaver.

In recent years, different types of interaction have become increas-
ingly common when presenting visualizations due to the introduction
of low-cost interaction devices. The variety in the interaction tech-
niques allows us to analyze how interactions other than mouse and
keyboard affect a presentation. Touch screens are now the de-facto
standard for handheld devices, supporting multi-touch interfaces for
2D gestures such as pinch or swipe, while low-cost solutions for touch-
less interaction, such as the Kinect or Leap Motion, even support 3D
whole-body interaction interfaces [11, 28]. These interaction inter-
faces have inspired a range of applications within interactive visualiza-
tion [8, 16, 25, 27].

The focus in research has been placed on the user’s interaction
expertise to determine if a type of interaction is suitable for a certain
scenario within interactive visualization [9, 29, 30]. Yet, there has
not been much attention on the fact that the interaction is also part of
the presentation and therefore affects the audience. As exemplified
in the dissection example, if the audience can infer what will happen
by witnessing the interaction, there is a significant impact on their
understanding of the presentation.
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We can draw an analogy to the field of visualization which generally
separates the use of visualization into exploration, analysis and presen-
tation steps, applying different approaches, tools and techniques for
each step. While the exploration phase requires a flexible interaction
method, the presentation phase is usually limited to a few predeter-
mined parameters. The interface designer controls what can be viewed
and, thus, makes the visualization more understandable for the audience.
The distinction between interaction techniques used for exploration as
compared to presentation has, to our knowledge, not been considered
and we will focus on interaction techniques for presentation purposes
in the presence of a, possibly non-expert, audience.

Important parameters for measuring ”good” interaction techniques,
with regard to communication with people, are how expressive [4] and
natural [26] the gestures and speech are. While many studies focus
on analyzing these aspects for interaction by a single user or group
of users [5, 6], we argue that they also play a significant role when
observed by the audience during the presenter’s interaction with a
visualization which happens in front of, and for, the audience. Apart
from controlling a visualization, the expressivity and naturalness of
gestures also influence the knowledge transfer from the presenter to
the audience. Thus, a 3D user interaction interface might be more
preferable than a 2D user interaction interface, even if the 3D interface
is more complex for the user, as it might be more expressive and natural
for the audience to perceive.

We argue that the suitability and expressivity of a specific interaction
method is highly dependent on the screen sizes and the audience sizes.
We will therefore utilize scenarios from our experience that involve a
person interacting with a visualization in order to present information
to a, in general non-expert, audience (see Section 2). The scenarios
cover different situations with varying audience sizes and show the
resulting constraints on the interaction design.

Based on these scenarios, we derive classes of interaction techniques
and investigate their attributes related to suitability for the audience
(see Section 3). We will make the classification device-agnostic, as
differences in the fundamental principles between many interaction
devices in the same class are small. For each class, the applicability and
usefulness for different audience sizes is investigated and discussed.
Section 4 reevaluates the presented scenarios in the same framework
and connects the scenarios with the derived classes.



Fig. 1. Visualization of a fetus scanned using ultrasound. Touch screen
interaction changes parameters such as camera, clipping etc.

2 SCENARIOS

The scenarios described in this section are drawn from our experience
in presenting scientific data to audiences of varying sizes and expertises.
We do not claim to cover all possible presentation cases in this section,
yet we selected a subset of scenarios that cover a large variety of
situations.

2.1 Presentations using a Workstation

In this scenario, the presentation is performed on a small screen, either
handheld or a desktop monitor, and the audience usually consists of a
single person or a small group. As this setup will be most familiar to
readers, we keep the description of this section concise. The distance
between the audience and the presenter is typically small and allows
for a close communication. The audience can easily communicate
preferences in what to explore and may, in some cases, even intervene
with the presenter to interact with the visualization.

An intuitive interaction can therefore engage the audience and create
a more dynamic presentation. An example can be seen in Figure 1,
where the presenter uses a touch screen or touchpad to interact with an
ultrasound scan of a fetus. The standard interaction mode are camera
interactions, where rotation, translation and zoom is controlled with
single finger touch or multiple finger gestures interpreted in 2D. The
presenter can, in this case, switch to different modes to control other
aspects of the visualization. For instance, another mode will change
the interpretation of the single finger touch such that the threshold and
opacity of the mapping between data and colors is changed according
to the horizontal and vertical movement.

2.2 Presentations in Exhibition Area

In a public exhibition area, both small to medium sized displays are
often utilized to showcase and explore scientific data. It is mostly
targeted at non-expert users and viewers that interact, and see others
interact, which requires intuitive and natural input methods. There exist
a wide range of setups with displays and gadgets for immersive and
exploratory purposes that can be utilized in an exhibition area [21, 22].
That fact, together with a reasonable level of functionality, motivates
the usage of a hands-only setup either through direct touch [20] or
touchless methods [26].

Figure 2 shows an exhibition setup example, known as the virtual
autopsy table [23], where data, such as a CT scan of a human, can be
explored using multi-touch gestures. Rotation and translation of the
object are done via vertical and horizontal movements, while zooming is
performed with a two-finger pinch gesture. Various 2D icons are shown
around the visualization for state switching and presenting relevant
information about the data. Other icons are used to change clipping and
transparency levels within the visualization, which are also manipulated
with a single finger touch.

Although the table works basically the same as a handheld device,
it is more appropriate for a larger audience as the area surrounding

Fig. 2. A touch table (known as the Virtual Autopsy Table) for presentation
of, for instance, CT scanned medical data.

Fig. 3. Visualization of a CT scanned penguin displayed on a wall with a
in-front projector and coupled with a Kinect for 3D interaction possibilities.

the table increases the accessibility to both the interaction surface and
the visualization. This type of setup has been appreciated by both the
presenter and the audience due to intuitive interaction as well as the
large display.

The setup in Figure 3 can, at a first glance, seem similar to Figure 2
in terms of exploring data. However, the display surface does not have
direct touch capabilities, but is controlled by tracking the movements
of the presenter’s hands in 3D. The visualization is supported by state
icons, which allow the presenter to select a data set from a choice of
four presets. A hand cursor is rendered onto the screen that mimics the
movements of the presenter’s right hand. The left hand is tracked and
utilized to switch between different rendering states such as moving
the camera or light source interaction.

2.3 Presentations in an Auditorium

A common scenario is a presenter standing in front of a seated, or
otherwise stationary, audience. The audience is typically large, ranging
from tens to hundreds of people. The display system we use in this sce-
nario is a wide field-of-view hemispherical dome surface with seating
for 99 audience members (see Figures 4 and 5). The dome theater is
similar to traditional planetariums, but the content is produced using
an interactive rendering system instead. Due to the size of the screen,
and large difference in seating location, it can be difficult for parts of
the audience see both the visualization and the presenter at the same



Fig. 4. Presentation on large scale surface using the voice as an interac-
tion technique to communicate intent rather than direct instructions.

time. In addition to this, small movements may be hard to see for the
audience in the back seats. The main interaction technique used by the
presenter in practice is talking to an operator which, in turn, directly
controls the visualization. From the point of view of the audience the
operator is completely transparent and the interaction ends with the
presenter verbally giving commands.

We have also made experiments with touchless interaction, where
gestures are performed though finger and hand movements, as seen
in Figure 5. Here, movements are designed to reflect the operations
performed on the screen. For instance, moving a clip plane towards
and away from the camera is done by the presenter moving his hands
towards and away from himself. As the whole-body can be tracked in
3D the presenter could reach out to pull or push the visualization closer
or further away.

3 INTERACTION TECHNIQUES FROM THE SCENARIOS

The purpose of this paper is not to cover every possible interaction
setup best suited for the scenarios, but rather to analyze the current ones
and categorize them in different groups that are utilized throughout the
scenarios. Therefore, we summarize the interaction techniques that can
be derived from of our scenarios and discuss their applicability. For a
state-of-the-art overview of visualization on interactive displays, the
survey by Isenberg et al. [12] is recommended.

3.1 Direct Touch Interaction

Direct interaction with an object in the scene gives the user a feel of
control over the object [15]. The user touches the screen and the 2D
motion is mapped to a 3D manipulation of the object, for instance by
mimicking the interaction of a trackball. In scientific visualization,
touch interaction has not received much attention in the past [13], but
more work is starting to appear [20] and it has already been used in ap-
plications [23]. This type of interaction is present in Scenarios 2.1 and
2.2, where differently sized touch screens are utilized. When analyzing
this interaction technique from a presentation perspective, the audience
can see the movements of the presenter’s hands and fingers and, through
that, get an understanding of what will happen on the display device.
Furthermore, there is little distance between the interaction plane and
the display surface and, thus, spatially correlated interaction events are
well perceived. However, the presenter hides part of the screen due to
the occluding hands and arms. Thus, when the audience grows larger it
becomes harder for every audience member to see the gestures. The
dome presentation scenario makes direct techniques, such as pointing
with a finger or performing gestures that are directly related to the con-
tent’s position on the screen difficult mainly due to the large distance
between the presenter and the screen. Instead, indirect techniques must
be used such as laser pointers, rendered cursors on the screen, gesture
recognition or verbal communication.

Fig. 5. Presentation on large scale surface using the Kinect device as
an interaction technique to interact with the visualization trough hand
gestures.

3.2 Touchless Interaction

Touchless interaction is useful in situations, such as surgery [24], where
touching an interaction device is cumbersome or must be avoided due
to, for example, hygienic constraints. Moving hands freely in the air
enables expressive gestures without being restricted to 2D motion as
in the case of direct touch interaction. However, recognizing the start
and end point of a gesture can be difficult since there is no natural
deactivation state [19]. Furthermore, the presenter might feel less in
control of the data, even neglecting the accuracy of the tracking, as
the person is not directly touching the display surface. However, these
expressive movements can be seen more clearly by the audience during
a presentation.

The Scenario in 2.2 includes both a direct touch and a touchless setup.
Both setups have been used interactively when presenting scientific
data for the same group, usually consisting of around 10–20 people.
The touchless setup can support a larger audience due the placement
of the display surface, but has the downside of a decoupled interaction
experience where the interaction is performed farther away from the
display surface.

As we evaluate the interaction from an presentation perspective and
how the audience perceive it we have divided touchless interactions
into two categories; registered and unregistered gestures. We refer to
an unregistered gesture when the audience sees that the presenter is
performing interactions that are clearly decoupled from the display. A
registered gesture could be touchless if the audience perceives it as
performed in correlation of the display surface, such as interactions
close to a wall-sized displays, as detailed in the work by Bezerianos et
al. [3], which is also the fact with all gestures on a touch screen.

For instance, a few number of people standing behind the presenter
can see the presenter’s hands and how they are projected on the display,
even if the presenter is standing far away from the display. Thus, when
utilizing the correlation between the hand positions and the display,
they are registered gestures even if there is a touchless setup. With
this distinction in mind, most of the audience in the touchless setup
in Scenario 2.2 will see the gestures performed by the presenter as
unregistered gestures, while only a few might look upon it as registered
gestures. Another example is when the gestures are directly projected
onto the display as seen in the work by Benko et al. [2]. In their setup
the gestures are tracked with a camera which is mounted together with
the projector. Thus, the touchless gestures become projected onto the
display surface and can be categorized as a registered gesture.

From a presentation perspective, we prefer registered gestures over
unregistered gestures since the audience may benefit from interaction
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(a) The figure shows which interaction technique category that is applicable

for varying audience sizes and display sizes. The ordering does not imply

any judgement on preference of one method over another. Voice control is

applicable everywhere.

Workstation

Exhibition Area

Auditorium

(b) Showing to which audience sizes and display sizes the scenarios described

in Section 2 are relevant.

Fig. 6. Showing the applicability and relevance of different interaction types and various environments. By using a side-by-side comparison of the two
figures, it is possible for interaction designers to pick a good subset of interaction techniques (a) for a specific scenario (b).

that is closely correlated with the content.

When a decoupled interaction approach is necessary certain elements
can be introduced in order to help the audience. As seen in Figure 3,
a hand cursor, reflecting the projection of the presenter’s hand, is
rendered on the screen. Such visual cues not only help the presenter,
but also allow the audience to better comprehend which operation the
presenter is currently performing, as they can correlate the location
of the presenter’s hand in relation to the display. Furthermore, the
icons in the bottom of the screen reduces the number of necessary
gestures and also make a direct connection to the visualization. When
the presenter is moving the hand towards an icon, the audience might
perceive that the action is about to happen as compared to performing
the same operation through a gesture or posture [14]. Thus, whole body
movements [11, 28] might increase how well the audience perceives
what the interaction is altering in the visualization even further.

This type of interaction is also present in Scenario 2.3. The type of
touchless interaction setup is quite similar. However both the audience
size and the display size are substantially larger. One issue with this
system is the difficulty in mapping physical gestures to match the
visualizations due to the large scale of the room and the large differences
in seating position. It is not possible to place the presenter in such a
way that the gestures would seem integrated into the visualization
for all viewers simultaneously. Seen from the audience’s perspective,
touchless gestures in this setup are more expressive than what direct
touch gestures on a handheld device or a touch table would be. Thus, the
touchless setup could be considered as a more expressive presentation
tool than utilizing a touch device for remote communication, as done
by Coffey et al. [7].

3.3 Voice Control

Interacting with the visualization by voice is performed in Scenario 2.3
(see Figure 4), where the presenter is communicating verbally with
an entity controlling the visualization. The voice acts as an input
itself and becomes an interface device between the presenter and the
content. For our argumentation, there is no difference if the presenter
is communicating with an operator steering the visualization, or an
advanced voice-recognition system, as the audience does not know
how the verbal commands are processed. From an interaction point of
view, this means that the audience is witness to the intended action of
the interaction, rather than the physical act of interacting itself. The
audience knows that, for example, the focus will be on a specific part
of a rendering before it happens. Rather than witnessing the manual
interaction leading to that focus, it perceives the interaction as being

completely decoupled from the presenter. By removing any signs of
a physical interaction, the presenter can focus on the explanations
and content rather than multitasking with the presentation and the
controlling.

From a presentation aspect, this interaction could generally be per-
ceived as very expressive and beneficial as the audience can understand
directly what is going to happen trough the voice command, before it
happens, if there is a natural correlation between the command and the
changes performed in the visualization. However, even for a perfect
voice interaction system, the ambiguity of natural language can require
a long-winded explanation in cases where precise interaction is needed.
Another downside is that the presenter must interrupt the presentation
to give commands and there might also be a time delay before the
command is executed.

4 CLASSIFICATION

In order to show the applicability of an interaction technique for the
audience, we introduce a classification of the techniques covered in
our scenarios. The intention with the classification is to map the tar-
geted audience size against the interaction techniques in the presented
scenarios. The classification was derived from our observations in the
presented scenarios.

Figure 6(a) shows where the techniques are applicable in relation
to audience size and display size. In Figure 6(b), we complement
Figure 6(a) such that a mapping between the presented techniques and
scenarios can be performed using a side-by-side comparison. We chose
to split up the touchless interaction in our scenarios into registered and
unregistered gestures, as previously detailed in Section 3.2.

The following conclusions can be drawn from the presented map-
ping and classification. Direct touch is utilized for interaction using
small to medium-sized displays with a small to medium-sized audience.
Furthermore, registered gestures, where the presenter’s interaction is
correlated with the visualization and the display, are utilized for all
display sizes, but only for an audience of very few people. Unregistered
gestures are utilized when the display area and audience size is large,
because not all people from the audience would be able to see the
presenter’s interaction, or when the display surface is too large for close
interaction. Voice control could be used in most variations of display
and audience sizes. However, we believe that this interaction might
be most preferable when no other technique is suitable since current
technology does not allow enough complex and flexible interaction.

Our classifications are introduced with the purpose of showing the
status quo and to support the selection of interaction techniques for



future presentation scenarios using parameters such as audience size
and display. However, further studies are needed in order to determine
if alternative, or more, classifications are necessary.

There are more advanced classification methods for interaction tech-
niques [17], especially for 3D user interaction [1, 10, 18], but the focus
of these classifications is on the usability from a user perspective only,
rather than the applicability in presentation scenarios.

5 CONCLUSIONS

In this paper we share our thoughts, observations and experiences about
interaction techniques in visualization from an audience-centric view,
rather than the more common user-centric exploratory way of designing
and evaluating appropriate interaction methods.

In the previous sections, we described presentation scenarios that
require interaction and we examined the types of interaction utilized
today, such as 2D/3D user interfaces and voice. A subset of interaction
techniques and scenarios were selected to demonstrate a wide spectrum
of current presentation situations. A classification and mapping was
introduced such that new types of techniques and usage scenarios can
be put into context using Figure 6, thereby giving initial directions on
suitable combinations of new interaction techniques and scenarios.

We believe that research within audience-centered interaction tech-
niques should receive more attention as these are an essential part of
visualization, knowledge-transfer and communication. We strongly en-
courage researchers developing 2D and 3D user interaction interfaces
to include this aspect when evaluating previous and future techniques.
Within this subject, expert and non-expert viewers have different ex-
periences with scientific data and interaction techniques. Thus, the
naturalness of the interaction could therefore be completely different
for various group of viewers.
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