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Paper Type: Application

Fig. 1. Utilizing a Micro-CT scan containing nine distinct fishes (left) in a topological analysis results in a number of candidate features
that correspond to entire or partial fishes (center). By enabling the user to select candidate features at different simplification levels,
individual fishes can be interactively segmented (right).

Abstract—We present TopoAngler, a visualization framework that enables an interactive user-guided segmentation of fishes contained
in a micro-CT scan. The inherent noise in the CT scan coupled with the often disconnected (and sometimes broken) skeletal structure
of fishes makes an automatic segmentation of the volume impractical. To overcome this, our framework combines techniques from
computational topology with an interactive visual interface, enabling the human-in-the-loop to effectively extract fishes from the volume.
In the first step, the join tree of the input is used to create a hierarchical segmentation of the volume. Through the use of linked views, the
visual interface then allows users to interactively explore this hierarchy, and gather parts of individual fishes into a coherent sub-volume,
thus reconstructing entire fishes. Our framework was primarily developed for its application to CT scans of fishes, generated as part
of the ScanAllFish project, through close collaboration with their lead scientist. However, we expect it to also be applicable in other
biological applications where a single data set contains multiple specimen; a common routine that is now widely followed in laboratories
to increase throughput of expensive CT scanners.

Index Terms—Computational topology, join trees, branch decomposition, hierarchical segmentation, interaction, visualization system.

1 INTRODUCTION

The advances in modern non-invasive scanning techniques, such as
Computed Tomography (CT), or Magnetic Resonance Imaging, in the
last decade have changed the trajectory and magnitude of scientific
discovery immensely. The most obvious impacts have been achieved in
the medical domain where large financial expenditures are undertaken
in order to make the technology readily usable on a daily basis to
diagnose and treat humans and improve their well-being. At the same
time, other fields have also reaped the benefits of this technology, with
marine biology, being one such example, as the focus of this work.

Computed tomography is now exceedingly being used to determine
the skeletal structure of a variety of fishes. Rendered as a volume, the
3D data allows the scientists a better understanding of relationships
among skeletal elements, the degree of mineralization of parts of the
skeleton, and enable population wide studies that were previously
impossible. Both are useful for inferring function – the former feeds
directly into inverse dynamics models and the latter reflects usage
patterns and material strength. Rendered as surfaces the skeleton can be
3D printed to make physical models of function. The surface can also
be used as input into a mathematical model, either for finite element
modeling or computational fluid dynamics. Both volumetric and surface
renderings are useful for making quantitative measures of skeletal
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parameters that are used to build evolutionary trees and demonstrate
the directional variation of morphology over evolutionary time.

Given these advantages, the ScanAllFish project is being undertaken
by the University of Washington with the goal of creating a freely avail-
able database of scans of all the world’s 30,000 fish species. However,
there were many challenges in setting up a workflow towards this goal.
Micro-CT devices are expensive, and thus are not widely available.
Moreover, performing even a single scan at a useful resolution can
take as long as 12 hours. To overcome these shortcomings, scientists
decided to scan as many fishes as possible simultaneously. The process
is illustrated in Figure 2. Each fish is first tagged with a radioopaque
letter (Figure 2(a)), and then combined in a cheese cloth to form a
“burrito” of fishes (Figure 2(b)). The burrito of fishes is then scanned
(Figure 2(c)) to obtain the scanned volume composed of up to a dozen
or more fishes (Figure 2(d)).

While the above workflow helps make efficient use of the scanners
in terms of time and cost, it results in new challenges extracting indi-
vidual specimens from the obtained CT data. In particular, the resulting
volume contains many individual specimens with arbitrary orientation,
close proximity of skeletal elements, and similar radioopaquenesses.
Furthermore, fins from one specimen may lie very close to, and even be-
tween elements of another specimen. Also, unlike the human anatomy,
fish specimens come in diverse shapes and sizes, thus having a very
little or no a priori information. All of this makes the use of automatic
segmentation algorithms difficult for such data [39,41]. Thus, the exist-
ing method followed by the scientists is to manually slice through the
data to specify and extract the boundaries of a sub-volume that contains
all of the skeletons of interest. Since this sub-volume inevitably con-
tains pieces of other fishes as well, the specimen of interest is extracted
by using existing software that allows manual segmentation of the vol-
ume. Using this process, it takes scientists roughly 20 to 40 hours to
fully isolate all fishes from a single scan.



(a) A fish prior to scanning with a
labelling letter.

(b) A fish “burrito” containing up to
a dozen fishes.

(c) Scanning of the fishes in a Micro-
CT scanner

(d) The result is a single volumetric dataset con-
taining all fishes.

Fig. 2. An overview of the stages for each fish until it is represented in a volume. Each fish is labeled with a radioopaque letter (a) which is used to
later identify the fish in the scan. The entire dataset is wrapped in cheese cloth to keep the fish moist (b), before it is scanned in a Micro-CT scanner
(c). Figure (d) shows a volume rendering of the resulting dataset where it is near impossible to separate the individual fishes.

Skeletal regions, being almost opaque to the scanner, are typically
high density regions of the volume. However, due to noise and miss-
ing connectivity of skeletons of even individual fishes, using a single
threshold does not provide a meaningful segmentation. We approach
the challenge of capturing the segmentation with varying thresholds by
using ideas from computational topology, in particular we use a join
tree [4], which is a topological data structure that captures the merging
of features across volume resolutions. The hierarchical segmentation
provided by the join tree forms the backbone of our solution, but it
is not sufficient as the join tree, while capable of detecting features
of interest, does not reliably work in an unsupervised setting, thus
necessitating user interaction.

Contributions. In this work, we present our application TopoAngler
that combines techniques from computational topology with a visual
interface to enable a user-driven, interactive segmentation of these
complex volumetric data sets. In particular, the CT volume is first
segmented into a collection of candidate features using the topology
of the volume’s intensity values. Using the interactive tools provided
by TopoAngler, the user then selects from this set of candidate features
and combine them into meta features, which correspond to entire fishes,
analogous to how constructive solid geometry approaches the construc-
tion of solid objects. Utilizing a human-in-the-loop approach is vital as
the superior pattern recognition capabilities of the human coupled with
the automatically generated suggestions of candidate features provides
an optimal combination to effectively enable the extraction of fishes
by selecting appropriate candidate features and removing inappropri-
ate features from various levels of detail. Through an iterative design
process with the ScanAllFish project, TopoAngler was designed to be
most beneficial for their goal of providing a vast source of free datasets
to the public and scientific community.

To summarize, our contributions are as follows:

• An interactive, human-in-the-loop approach for segmenting meta
features of interest designed in close collaboration with the ScanAllFish
project;

• Utilizing topological analysis to create selectable candidate features;

• Providing an intuitive user-interface to enable a user to select multiple
candidate features and create meta-features that correspond to entire
fishes;

• The ability to export all selected meta-features for further analysis,
and to make available to the wider research community;

•We present case studies that suport the usefulness of our new approach.
The domain scientists are able to segment the fishes in 15-20 minutes
versus the 20-40 hours it took them. This leads to a two orders of
magnitude improvement in their productivity.

Even though TopoAngler is tailored towards marine biology and the
ScanAllFish project, we expect it to be useful other domains as well
that require scanning and analyzing a large population of specimens but
having scanning time as a bottleneck, for example laboratory studies
where a large number of test animals have to be analyzed.

2 RELATED WORK

Interactive Segmentation. Most of the interactive segmentation work
has been performed in the field of medical visualization with the target
of segmenting individual organs from human scans. As stated above,
while being relevant to this work, most medical segmentation methods
assume a priori information about the structure of the human body and
segment clearly defined features. In the case of entire fish species, the
internal structure changes drastically inside a single scan, and to the best
of our knowledge, it is not possible to use existing techniques. Feng
and Xianghua provide an overview of interactive image segmentation
in the medical field [43], while Olabarriaga and Smeulders provided
the framework for interactive segmentations [29]. Early work in the
combination of human and algorithms for the use in interactive seg-
mentations was performed by Höhne and Hanson [18] that enabled the
user to segment volumes in a 3D view using morphological functions
and providing immediate feedback. Freeborough et al. presented MI-
DAS, into which a variety of interactive segmentation algorithms can
be implemented. They showed the usefulness of their system though
a user study, which averaged around 10 minutes for a brain identifi-
cation [15]. Nyström et al. presented BoneSplit, an interactive bone
segmentation tool that utilizes a random walk algorithm that segments
bones, which are initially picked by the user through the use of texture
painting [28]. Outside the field of medical visualization, Protiere and
Sapiro presented a system for the interactive segmentation of images
through a sketch-based interface which they used successfully to ex-
tract features from images [33]. Nguyen et al. presented an interactive
segmentation system that is based on convex active contours and also
uses a sketch-based interface in order for the user to show segmentation
intent [27]. Zhang and Ji utilized a Baysian Network model to interpret
the user interaction and augment and improvide the results of an initial
automatic segmentation of images [42]. Bergo et al. presented an
automatic segmention based on analyzing the connectivity of image
pixels [2].
Topology. Topological data structures are naturally suited to capture
interesting regions from scalar functions defined on volumetric meshes.
It is therefore unsurprising that they have been used in several appli-
cations covering different scientific domains. In particular, two data
structures are popular due to their efficiency – Morse-Smale com-
plex [13], and contour trees [4], which is the basis for this work. Morse
decompositions and Morse-Smale complexes have been used to identify
features in several applications involving volumetric domains [3,20,34].
Merge trees and contour trees, being the more efficient one of the two
structures, have been extensively used in several applications, includ-
ing for designing feature-based transfer functions for volume render-
ing [9, 37, 40], topological simplification [5, 6], track burning cells
during turbulent combustion [32], and identifying cloud systems [10].
The generality of this data structure has also enabled its use to identify
interesting features in domains such as urban computing [8, 24].
Applications. A large amount of research has been undertaken in the
field of interactive applications, a summary of which is largely outside
the scope of this work. Sun et al. presented a thorough overview of tech-
niques and applications in the field of Visual Analytics [36]. Lua et al.
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Fig. 3. A schematic overview of the system and its individual parts. After loading and subsampling the original Micro-CT volume, a topological
analysis results in a set of voxel identifiers and feature identifiers. These are used to highlight individual candidate features. The user selects features
of different simplification levels to construct meta features that are exported as a postprocessing step.

provided a similar survey on Information Visualization techniques [22].
Furthermore, there is a large body of research when designing appli-
cations with a human-in-the-loop paradigm. Munzner presents a four
layer nested model containing iteratize loops [26]. Tory and Möller
describe useful approaches for application system construction, that
we followed in the design of this application [38]. Kirby and Meyer
provides a good description on intradisciplinary work [19]. Graham
and Kennedy provided a system to evaluate data quality when analyzing
species taxonomy data [16], which might prove useful to the analysis
of fish species. Correa et al. presented a method for the interactive
deformation of volumetric data for exploration purposes [7].

3 SYSTEM OVERVIEW

In this section, we first describe the currently employed workflow of
the ScanAllFish project as it pertains to the scanning and segmentation
of the fish population. Then, we elaborate on the proposed improved
workflow that is aided by TopoAngler, a single multi-view application
that allows users to interactively segment individual fishes from a
combined volume. Figure 3 provides an overview of the different
components and processing steps involved in our system. The user has
the ability to modify a variety of elements in order to influence their
selection of meta features.

3.1 Current Workflow
The goal for the ScanAllFish project is to acquire a living and growing
publicly available database of high-resolution CT scans of at least one
specimen for every fish species on Earth. This data is released in order
to stimulate research into comparative anatomical studies between fish
species and to foster discoveries about fish anatomy. So far, about 600
species out of approximately 30000 species have been scanned due to
bottlenecks caused by limitations in the acquisition method.

The currently employed workflow utilizes a Micro-CT scanner for
image acquisition as it is an effective method for determining radio-
dense skeletal tissues as well as soft tissue anatomy through the use
of contrast techniques. However, the availability of the Micro-CT
scanner is the limiting bottleneck since not only is the CT scanning
equipment expensive, but obtaining scans at the required resolution is
time consuming as well. Therefore, it is necessary to perform scans of
a large number of specimens simultaneously and then digitally dissect
the individual fishes, which is also a time consuming task when per-
formed manually. In addition to such a manual reconstruction being a
cumbersome process, it also requires expensive software. The currently
used application requires the user to manually place arbitrarily oriented
bounding boxes around individual fishes, the contents of which are then
extracted into separate volumetric data sets. The fact that only entire
bounding boxes can be exported from the software is a major drawback
especially in cases where the specimen are wrapped around other fishes.
For example, a bounding box surrounding the fish in Figure 4 would, in
the worst case, contain the entire data set and the segmentation would
thus be useless. Second, only providing orthogonal slices does not

convey enough spatial information about the data set to a novice user
and thus increases the segmentation time even further.

3.2 Proposed Workflow
Inspired by the scientists’ current workflow, we propose TopoAngler,
a visualization system that was developed and designed in close col-
laboration with the lead scientist of the ScanAllFish project in order
to better serve needs of that project and improve the segmentation
throughput. Instead of forcing the user to detect fishes in the data set
and manually construct bounding boxes, our system makes use of a
hierarchical segmentation to find connected features of interest in the
data set. The level-of-detail of these features is selected by the user and
can vary from containing small features, such as individual bones, or
larger features, such as ribcages, or even entire fishes where possible.
The user can then interactively select these candidate features of interest
and assemble entire fishes from features of different levels-of-detail. At
the end, the user chooses whether they want to export only the selected
features, or export the entire convex hull of the selected features. In
either case, only a tight fitting bounding box around the features or
convex hull, not including other selected fishes, is exported only the
volume elements that are relevant to the specific meta feature.

The workflow as presented in Figure 3 functions as follows. After
loading the volumetric data set containing multiple fishes, the join
tree of the volume is computed in a pre-processing stage. The join
tree encodes information about how the high density regions varies
in this volume with varying density values. This essentially provides
an evolution hierarchy over multiple scales, which is then utilized by
the user interaction stage. In this stage, the user interactively inputs
the desired hierarchy, which is specified as the number of candidate
features to extract based on the join tree hierarchy. Here, a low number
of features indicates a high level of the hierarchy. Figure 5 shows
candidate features from a real world use case. All candidate features are
then displayed as a collection of coordinated views, with two volumetric
rendering views and three axis-aligned slice views. Here, the user
selects individual features and combines them into meta-features that
correspond to entire fishes. The current meta-feature is updated during
the interaction to increase the user feedback of this process. By adding
the ability to add (remove) individual candidate features spanning
different levels in the hierarchy to (from) these meta-features allows
the user to start with a coarse selection of a fish from a higher hierarchy
level and then and or remove smaller features later. All constructed
meta-features can be exported at the end of the user session once the
user is satisfied with the segmentation.

In order words, using TopoAngler, the user interactively selects a set
of candidate features Fi for each meta feature M j. Given a function
V that returns the voxels covered by a candiate feature or meta feature
respectively, it holds that V

(
M j
)
=
⋃

i V (Fi).
The following two sections describe in detail the individual steps

together with our design decisions. First, Section 4 describes the topo-
logical concepts and the algorithm to compute the join tree and how it



is utilized to generate a hierarchy of candidate features. Then, Section 5
explains our proposed system setup; the visualization and interaction
methods involved in the steps through; and how these individual com-
ponents were designed to support the interactive segmentation of the
volumetric data sets.

4 HIERARCHICAL SEGMENTATION

In order to achieve the goal of extracting entire fishes from the CT
volume, we need to obtain a segmentation of the input volume such
that each sub-volume corresponds to at most a single fish. This allows
the domain scientist to easily select and group segments corresponding
to the same fish. At the same time, we also want to minimize as much
as possible the amount of work done by the scientist. This requires the
ability to obtain a fish with a small number of selections, which in the
optimal case is only a single selection.

In this section, we describe our approach achieving this through
the use of concepts from computational topology. For completeness
we first introduce the mathematical concepts and briefly describe the
techniques used before describing the application of these concepts in
TopoAngler. We refer the reader to the following textbooks [12, 17, 23]
for comprehensive discussions on these concepts.

4.1 Data Representation

The Micro-CT data provides the radio density values at points over
a uniform 3-dimensional grid covering the scanning space. Formally,
this data is represented as a scalar function, f : R3 → R, that maps
points in the spatial domain, R3, to the set of real values R. Figure 6(a)
shows the volume rendering of an example scalar function defined on
R3 visualized using a transfer function.

For computational purposes, R3 is often discretized as a simplicial
complex K. Here, a d-simplex σ is the convex hull of d + 1 affinely
independent points. A simplex τ is a face of σ if it is the convex hull
of a subset of the d +1 points and is denoted as τ ≤ σ . A collection of
simplices is a simplicial complex K if:

1. σ ∈ K and τ ≤ σ implies τ ∈ K

2. σ1,σ2 ∈ K implies that σ1∩σ2 is either empty or a face of both
σ1 and σ2.

Given the CT data as a 3D structured grid, it is first converted into a
collection of 3-simplexes, K, using the Freudenthal’s triangulation [25].
The scalar function is then represented as a piecewise linear (PL) func-
tion, where the function is defined on the vertices of K, and the function
value at a point within a simplex is computed using linear interpola-
tion. Other works have shown alternative representations when the
piece-wise linear assumption does not apply [21].

Fig. 4. An example (A) where a bounding box selection fails as other
specimen are contained in the convex hull. These cases require a mutual
convex exclusion, where the covex hulls of other objects are removed.

4.2 Level Set Topology
Locations containing the skeleton of fishes, being opaque to the CT
scanner, have a high density and thus function value. The collection of
such locations having a high function value is mathematically captured
as a super-level set. Formally, the preimage f−1(a) of a real value a
of a scalar function f is called a level set. It is the set of all points
on the domain having a function value equal to a. A super-level set
of a real value a is defined as the preimage of the interval (−∞,a]. It
is the collection of level sets { f−1(x),∀x≥ a}— the set of all points
having function value greater than or equal to a. The surface of the
three spheres in Figure 6(b) denotes the level set for a given value,
while the region enclosed by the spheres denotes the super-level set.

Join trees. Consider a sweep of the input function f in decreasing order
of function value. The nature of topological change to the super-level
sets of f when the sweep encounters a vertex determines its type. Thus
a vertex can be:

• regular: The topology of the super-level sets do not change.

• maximum: A new super-level set component is created. The
function shown in Figure 6(a) has three maxima A, B, and C.

• join saddle: Two super-level set components merging. Point D in
Figure 6(c) represents one such saddle where the super-level set
components created at maxima A and B merge into one.

The join tree tracks such changes in the connectivity of super-level sets
of the input scalar function [4]. Nodes of the join tree correspond to
the set of maxima and join saddles of f . Figure 6(c) shows the join tree
corresponding to the input function shown in Figure 6(a). A vertex that
is not regular, such as a maximum or a saddle, is called critical.

Branch decomposition. A branch of a tree is a maximal monotone
path in the tree (defined by the function values of the nodes of the tree).
A branch decomposition is the partitioning of the tree into a collection
of branches having the following properties [31]:

• Every edge of the tree is in exactly one branch.

• There is exactly 1 branch connecting 2 leaves.

• All other branches connect 1 leaf with an internal node (saddle)

This generates a parent-child relationship between branches and, in
turn, a hierarchy that is created by removing a childless branch one at
a time. One possible branch decomposition of the join tree is shown
in Figure 6(d). Next, we show how we use this hierarchy to obtain a
collection of segmentations that are then used for selection by the user.

4.3 Topology-based Segmentation
The input volume’s hierarchical segmentation is achieved in two steps.

Fig. 5. The impact of the user changing the number of desired candidate
features. Starting from a single feature (A), to three features (B), five
features (C), before selecting one feature for each fish in the dataset (D).
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Fig. 6. (a) An example scalar function defined on a 3D volume with three maxima labeled A, B, and C. The function uniformly decreases with distance
from the maxima. (b) A level set at a given real value is corresponds to the shown spherical surfaces. A super-level set corresponds to the region
inside the three spheres. (c) The join tree of the scalar function. (d) A branch decomposition of the join tree.

1. Computing the augmented join tree. The augmented join tree of a
scalar function f is essentially the join tree of f augmented with regular
vertices. For completeness, we now briefly describe the algorithm
to compute the augmented join tree of a PL function defined on a
simplicial complex K [4].

The algorithm uses the upper link of the vertices to determine the
connectivity between edges of the join tree. Here, the link of a vertex v
is defined as the sub-graph induced by vertices adjacent to v. The upper
link is defined as the sub-graph induced by adjacent vertices having
a function value greater than v. A consistent comparison between
vertices is ensured by a simulated perturbation of the function [11],
which ensures that no two vertices have the same function value.

The algorithm first sorts the vertices of K by decreasing function
value. Next, each vertex v in this sorted list is processed as follows;

1. If the upper link of v is empty, then create a new component
containing v and set v as its head,

2. If the upper link of v is not empty, find the components that
contain the vertices in the upper link of v. Add an edge between
v and the head of each of the components. Next, merge these
components and set v as the head of the merged component.

The regular vertices form degree-2 nodes in the augmented join tree.
The join tree is then computed by merging (removing) the regular nodes
from the augmented join tree. Given an input simplicial complex with
n vertices, the above algorithm computes the join tree in O(n logn+
nα(n)) time, where n is the inverse Ackermann function.

Consider an edge (c1,c2) of the join tree between two critical points
c1 and c2. Regular vertices of the augmented join tree that connects
c1 and c2 form a cylinder [9] that is a connected sub-volume where
the topology of the super-level sets do not change. The cylinders
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D D

F

A C

E E E

F

Fig. 7. A hierarchical segmentation of the volume is performed using the
join tree. By increasing the simplification level (top), different branches of
the tree are joined to form a simplified represtation. This corresponsd to
the number of features that are shown in the rendering (bottom).

corresponding to all leaf edges of the join tree, that are incident on a
maximum, form the base set of input segments. The three segments
corresponding to the join tree in Figure 6 are shown in Figure 7.

2. Computing the hierarchical segmentation. The second step com-
putes the branch decomposition of the join tree. Given an importance
measure defined on an edge (c1,c2), the branch decomposition is com-
puted as follows. All leaf edges, that are incident on a maximum, are
first added to a priority queue, prioritized based on the importance
measure. Then, at each step, the smallest leaf edge is removed, which
forms a branch. When such a removal results in degree-2 node, then
the two edges incident on that node are merged to form a single edge
and its priority is appropriately updated. This procedure is illustrated in
Figure 7. Given a tree with t nodes, this process takes time O(t log t).

As mentioned earlier, a hierarchy is defined by removing childless
branches one at a time. When a branch is removed, its cylinder is
merged with that of its parent. This process of removing branches rep-
resents the simplification of the join tree. The segments corresponding
to a given hierarchy level are then defined as the collection of cylinders
corresponding to all leaf edges of the join tree remaining after the
above removal. That is, the sub-volume corresponding to an edge in
this simplified join tree is the union of cylinders corresponding to all the
edges of the original join tree that make up this leaf edge. For example,
the join tree in Figure 7 with no simplification results in three segments.
Removing the edge (B,D) results in two segments corresponding to
edges (A,E) and (B,E). In this case, the segment for (A,E) is made up
of cylinders of the join tree edges (A,D), (B,D), and (D,E).

Two common importance measures used in the above process are
the function difference (i.e., | f (c1)− f (c2)|) and the hyper-volume [5],
which is defined as the integral of the scalar function over the en-
closed volume. The former results in a branch decomposition where
the measure of the resulting branches is equal to the topological persis-
tence [14, 30]. For this system, we tried both the measures, and found
hyper-volume to provide a better segmentation for the CT data. This is
because when two small parts of a fish’s skeleton are disconnected, due
to their high function value, they form two high persistent branches,
and hence do not merge quickly in the hierarchy. On the other hand,
since its volume is small, their hyper-volume is small, thus enabling an
early merge of the two components. We therefore use hyper-volume as
measure to obtain the segmentation.

5 TOPOANGLER APPLICATION

Our proposed system for the segmentation of fishes consists of a multi-
ple view setup in which the entire scanned data set is shown combined
with a representation of the currently selected number of candidate
features. Presenting these two data sets combined enables the user to
spatially correlate interesting candidate features and make the optimal
selection when constructing entire fishes from these individual features.

In order to improve the workflow utilized in segmenting the individ-
ual volumes, we derived, together with the domain scientists from the
ScanAllFish project, a list of requirements that the application needs
to fulfill in order to be a substantial improvement over the previous
workflow as described in Section 3.2:



Fig. 8. An overview of the TopoAngler application while it is being used to segment Saurenchelys cognita. The Selection View (A – D) enables the
user to select candidate features from the dataset. The Meta Feature View (E) shows the state of the current meta feature and enables the user to
see which parts of the fish should be added next.

R1 An easy-to-use interface for users of novice and intermediate level

R2 The ability to intuitively segment multiple fishes from a single
volume

R3 The functionality to interactively correct and fine-tune selections
R4 Real-time feedback on the segmentation process
R5 The ability to export fishes into separate volumes for analysis

To address these requirements, our proposed system utilizes multiple
linked views. Figure 8 shows the application in the middle of the seg-
mentation of Saurenchelys cognita. In order to fulfill requirement R1,
we designed the proposed system as an improvement of the previous
tool, designing the system around the axis-aligned volume slices, rather
than as a complete replacement. Furthermore, we added a feature selec-
tion method using a 3D volumetric rendering, as these visualizations
tend to be easier to understand than mentally recombining orthogonal
slices. The user can click on individual candidate features in either the
volumetric rendering or the slice rendering to add or remove a candi-
date feature, thus fulfilling R2 and R3. For the purpose of implement
R4, the system provides feedback about the current state of the active
meta feature segmentation in a separate view as a volumetric rendering.
This view and the selection view are linked such that the user’s spatial
registration is not broken. Finally, for the requirement R5, the user has
the ability to export a segmented fish and optionally everything inside
the fish’s convex hull using a tight fitting bounding box.

For efficiency, we perform operations on a scaled down version of
the original volume for almost all operations. The scale factor can be
chosen by the user, but for all discussions in this work, unless otherwise
noted, we utilized a default scale factor of about 1

8 in each dimension of
the volume. Through our discussions, we found that users preferred the
smaller loading and interaction time and that the accuracy of feature
detection did not suffer greatly as all candidate features of interest
consist of large blocks of voxels even in the smaller volumes. Only in
the last step, when exporting, do we use the original volume to extract
the segmented meta features.

The following sections address the individual components of our
system. Before the acquired data can be used in the interactive interface,

it is first pre-processed to compute the join tree and the corresponding
cylinders as described in Section 4. Section 5.1 presents the results
of using this data structure and how these results can be accessed in
our system. Section 5.2 describes the multi-view visualization setup
in the system, how they are used to convey the information about
available candidate features and already constructed meta-features and
also details all available interaction methods for selecting interesting
candidate features interest and ultimately combining these into useful
meta features. Finally, Section 5.3 describes all processing that occurs
after the user has finished selecting all fishes in the dataset.

5.1 Hierarchical Segmentation
After computing the join tree (see Section 4), the user can interactively
select a number n of candidate features. Only the n most prominent can-
didate features in the dataset will be shown and all remaining features
in the data will automatically be removed in order to reduce the amount
of visual clutter. By changing the granularity, and thus the number of
returned candidate features, the user can select between exploring a
small number of larger features, that most likely correspond to entire
fishes or large parts of fishes, or a large number of smaller features,
as it might be necessary to add or remove smaller sub-features to a
fish. Figure 9 shows one of the use case data sets from Section 6 with
two separate number of candidate features. Whereas the Figure 9(a)
contains entire structures and makes it possible to select large parts of
fishes easily, Figure 9(b) highlights smaller features inside fishes, thus
enabling the detailed selection of individual parts.

This feature is used to construct meta features iteratively. The user
starts with a small number of features that roughly correspond to entire
fishes whose segmentation might have additional or missing structures.
Then, for each fish, they modify the number of features interactively
until a candidate feature is separated and it can be added or removed
individually from the current fish. In practice we found that it is
useful to start with coarse granularity of a lower feature number to try
obtaining the entire fish structure. This can then be tweaked for cases
where the continuity assumption is broken, for example, when fishes
have bones which are not connected to the rest of the skeleton.

Implementation Details. The output from the preprocessing stage is



(a) Selecting a higher simplification level leads to larger features (b) Selecting a lower simplification level leads to more detailed features

Fig. 9. Selecting a different number of candidate features leads to a change in granularity of detected features. Changing between different
simplifications is required by the workflow in order to construct entire fishes with the necessary detail.

the join tree together with an index volume. Each voxel of this volume
contains a unique identifier indicating the its repsective join tree edge
in the augmented join tree. For a specific granularity level, the join
tree is appropriately simplified and returns a list of original edges that
corresponds to each edge of the simplified tree. This list corresponds
to the indices that make up individual features for this granularity level.
Using the index volume and this list of indices, each voxel is tested
whether it is shown in the visualization.

5.2 Rendering
Figure 8 shows the five distinct subviews of the application’s rendering
component while it is in use to segment Saurenchelys cognita. The
subviews are separated into two groups: the Selection View (A, B, C,
D; Section 5.2.1) and the Meta Feature View (E; Section 5.2.2). The
following subsections describe these two categories together with the
respective interaction methods that are available to the user.

5.2.1 Selection View
The selection view component of our system consists of four subviews
and is used to select individual candidate features at a given simplifica-
tion level to construct meta features. Using the feature information from
the hierarchical segmentation, each view highlights voxels that belong
distinct candidate features. In order to make the different candidate
features as distinct as possible, the features use a rainbow color map-
ping that maps the feature identifier number linearly into the [0,360)
hue range of the HSV color space, which is then used as an overlay in
the rendering. For the features that have not yet been used in any meta
feature selection, we utilize a fully saturated color in order to maximize
the perceptual distance between the feature color and the grayscale
background of the underlying data. However, for features that have
been used in any meta feature selection, we apply a lower saturation
in order to highlight that these features have been used. It was a user
decision to continue displaying these features so that they are able to
remove features from the rendering view directly and, at the same time,
maintain a spatial relationship between already selected and as-of-yet
unselected candidate features. We now describe the rendering aspects
of the Selection View, followed by describing the interaction methods
that are available to the user in this view.

Rendering Components. The selection view consists of two types of
rendering components, the volume rendering and an axis-aligned slice
view. Both views can be used separately and play a mutually beneficial
role to enable the user to select desired candidate features.

Volume Rendering. The volumetric rendering (A) of the system uses
a standard transfer function-based volume raycasting approach. How-
ever, only the transparency channel of the transfer function is used in
combination with the rainbow color mapping derived from the feature
identifier as described above. This combination enables the user to
modify the transparency of the volume raycasting by manipulating the
transfer function, but still maintain the ability to discriminate between

different candidate features through their color. The volume rendering
component is useful in the early stages of the segmentation as it en-
ables the user to easily segment large portions of the volume due to the
increased spatial awareness compared to the slice view. In addition to
the features, the currently segmented fish (see Section 5.2.2) is overlaid
in order to provide the user with the necessary context to select new
candidate features that are related to the meta feature that they are
currently segmenting. This is useful especially when the user wants
to add small features and when cropping the volume rendering, as this
would otherwise lead to the spatial orientation becoming more difficult.

Slice View. In addition to the volumetric rendering, the application also
provides three orthogonal slice views (B, C, and D) presenting the user
with a different view of the data. The combination of volume rendering
for an easy selection of large areas together with the slice views are
useful for the user to be able to select small features which might be
occluded in the volume rendering and might require precise interaction.
Thus, it is possible for the user to scroll through the different slice
views individually in order to find small features that they might want
to add and selecting them at a pixel level accuracy.

Interaction. The available interaction methods inside the Selection
View are similar for both rendering components with the user interface
always reacting to the component that was most recently used. In both
cases, the application presents the unique identifier of the feature that
is selected with the mouse continuously. This feedback is vital as,
without this indicator, it is difficult for the user to determine, especially
for small features, whether or not the mouse cursor is targeting a
feature. Furthermore, the identifier is utilized by the user to distinguish
between neighboring features that might have a similar but different
color. This is useful in the case when using a low simplification with a
large number of features due to which hue separation between features
becomes difficult. In our experiments this was not a problem as large
parts of the volume were already selected by this step of the workflow
and the remaining features were spatially well separated. Nevertheless,
using the mouse and comparing the numerical feature identifier, the
user has the ability to differentiate such features.

For the slice view, this value is the retrieved from the location of
the mouse cursor itself, which is further highlighted by a crosshair,
even after the mouse cursor has been removed. This crosshair does not
occlude the central part as the user will use this selection method in the
cases where high precision is required to select small features, and an
obtrusive crosshair would prevent this high precision interaction.

For the volumetric rendering, a probe ray is cast using the same
transfer function as used for the rendering, and the identifier of the first
feature that does not have full transparency and intersects this probe ray
is used as the selected feature. We chose to use this method over the
alternatives (such as toggling between the different features of a ray), as
it was found to be the most intuitive to non-technical users that might
not be familiar with volume raycasting techniques, and who would
otherwise get confused. In the conducted user sessions, we found that



Fig. 10. This image shows results from the Group2 Scan use case. A shows a volume rendering of the entire scan, containing all nine fishes.
The segmentation using the TopoAngler system (B) enables the user to segment the individual fishes, for example Bellator militaris (C,D) and
Aphredoderus Sayanus (E,F).

Fig. 11. Similar to Figure 10, this image shows the results of a segmentation with TopoAngler on one the Cameroon Scan use case. A shows all
ten fishes from the Cameroon crater lakes, B shows the system being using the segment the fishes, exemplified with Pungu Maclareni (C, D) and
Stomatepia Pindu (C, D).

being able to only select the first feature was never an issue as the
users preferred to use the slice views for selections that required more
precision. Furthermore, in order to provide the user with access to the
occluded parts of the volume, the user has the ability to use clip planes
to remove parts of the volume where desired.

After highlighting a feature with mouse cursor, the user presses
a keyboard button to add or remove the current feature to the meta
feature. The currently edited meta feature can also be changed using
the numeric keys and modifiers, thus changing the volume that is visible
in the Meta Feature View accordingly.

5.2.2 Meta Feature View

The Meta Feature View (E) presents a volume rendering of the currently
selected meta feature such that the user receives immediate feedback.
In order to maintain the user’s spatial awareness, the same camera
information is used in the two volume renderings (A and E) so that their
views are always linked. However, the user can change their transfer
functions individually if they want to highlight individual parts of the
meta feature, for example to check if a specific element of the feature
has been successfully added or whether a part of the volume is missing
and must be iteratively edited. Furthermore, if a user chooses to employ
a clip plane in the Selection View to cut parts of the volume, the same
clip plane is applied to this view to maintain their linking.

5.3 Meta Feature Export
After the user selects all meta features of interest from the data set,
these meta features are exported. Adding to the notation introduced
in Section 3.2, let C denote the convex hull of a candidate feature Fi
or meta feature Mi respectively. Thus, for each meta feature Mi, the
user chooses whether the convex hull Ci =C (Mi) or only the specific
features which were selected (Mi) are considered for exporting. In our
system, we make use of the popular quick hull algorithm [1] in order to
construct the convex hull. For the case where the user selects the convex
hull, we want to minimize the influence of other meta features M j, j 6= i,
such that instead of saving V (Ci), we export Ci \

⋃
j, j 6=i

(
M j
)
, thus

removing all other meta features that lie within the selected meta feature.
Then, all voxels inside this convex hull are selected. The user has the
ability to apply a feathering operation with a changeable radius r to the
selected voxels leading to every voxel with a distance of less than r to
a selected voxel to also be selected. This is a widely used approach in

image editing and was requested by the domain scientist, since most
of the selections focus on the highly visible skeleton of the fishes and
thus the convex hull would leave the thin layer of skin unselected. We
found that a default feathering factor of 1

20 th of the volume resolution
provided good results. In both cases, all voxels not in V (Ci) are set
to a zero intensity value and the size of the volume is reduced to the
bounding box of the exported voxels, thus effectively cropping the
volume to be tight fitting. Finally, as a last step, the reduced volume
is used as a mask on the original sized volume such that the correct
voxels are exported at the original resolution instead.

6 RESULTS

In this section, we illustrate the usefulness of TopoAngler by applying it
to three scans of the ScanAllFish project. The use cases were conducted
by two of the scientists of the project directly using the system in an
informal setting. The first user was involved in the system’s iterative
design, hence there was a previous familiarity with the underlying con-
cepts of the system. He conducted the first two use cases (Sections 6.1
and 6.2). The second user was unfamiliar with the system at the begin-
ning and was chosen to test a novice user’s performance; he conducted
the third use case (Section 6.3). In the following sections, we describe
the individual use cases and how the experts were using the system to
segment the individual fishes.

All three use cases were scanned at the Karel F. Liem Biovisualiza-
tion Center at the University of Washington’s Friday Harbor Laboratory
using a Bruker SkyScan 1173 Micro CT scanner. The users used
TopoAngler to perform the use cases on an Intel Core i7-7700K with
64 GB RAM and a GeForce 1080 GPU.

6.1 Group2 Case
This scan of nine fishes was performed by the expert user [35] and con-
tains a variety of species. Most of the volume surrounding the scanning
cylinder was removed and resulted in a resolution of 2000×2008×3863
voxels with a voxel size of 8 µm. This volume was then subsampled to
a resolution of 256×257×471 and thus a voxel size of ≈ 32 µm. This
subsampling was found sufficient by the domain expert as the reduction
in processing time was preferable to the marginal accuracy increase
that the original volume would have provided.

The user then utilized our visualization system and proceeded to
segment the fishes contained in the data set. Figure 10 (a) shows the



Fig. 12. This use case contains nine South American fishes, mostly Piranhas, that were segmented by the scientist that scanned the dataset. The
entire dataset (A) was segmented using TopoAngler (B) in less than 10 minutes. Two examples of this segmentation are Metynnis Hypsauchen and
Pristobrycon Calmoni.

volume rendering of the entire scan displaying all the various fishes that
are contained in the scan. Figure 10 (b) shows the application while it
is in use. Here, some of the fishes have already been segmented, and
are thus being shown in lower saturation, whereas the user is currently
segmenting Bellator militaris. Figures 10 (c,d,e,f) show the finalized
segmentation of two examples (Bellator militaris and Aphredoderus
Sayanus), comparing the volume rendering of the segmented fishes with
pictures taken prior to the scan. The entire interactive segmentation
sessions with the lead scientist was finished after about 15 minutes after
which the extracted full resolution volumes were inspected.

6.2 Cameroon Creater Lake Case
This scan was provided by Professor Chris Martin at the University
of North Carolina at Chapel Hill and contains ten rare fishes from
the Cameroon creater lakes. The volume’s size is 2224×2224×4580
with a voxel size of 35.7 µm, and was subsampled to a resolution of
256×256×527 with an effective voxel size of ≈ 321 µm.

The user interactively selected this dataset in approximately 17 min-
utes. Simlilar to the previous use case, Figure 11 shows the two of
the fishes in the dataset (Pungu Maclareni and Stomatepia Pindu), our
interactive visualization system in use, and the resulting segmented
volumes at the original resolution.

6.3 Piranha Case
This scan was performed by the scientist that performed this use case.
The volume contains nine South American piranhas. The complete
volume size is 2784×2784×4653 with a voxel size of 35.7 µm contains
the entire scan capsule. However it was resampled to a resolution of
256×256×428 thus increasing the voxel size of 388 µm.

Since this use case was performed by a novice user that had no
prior experience with the application, the first 20 minutes was spend
on describing the system’s underlying principles and providing the
information contained in Sections 3, 4, and 5, including a hands-on
explanation of the usage of the system. The user then familiarized
himself with the system for 5 minutes and performed a segmentation
of the nine fishes in about 7 minutes. Similar to the previous use
cases, Figure 11 shows the two of the fishes in the dataset (Metynnis
Hypsauchen and Pristobrycon Calmoni), TopoAngler in use, and the
resulting segmented volumes at the original resolution.

6.4 User Feedback
The interactive segmentation sessions with the two users (A, B) were
performed with a qualitative think-aloud method. While we fully
acknowledge that two users are not a statistically significant sample
size, it is important to recognize that one of the users was heavily
involved in the development of the system and is the leading expert in
this field of comparatative marine biology as applied to fish populations.

Both expert users for the three use cases were very positive about
the sessions. A feeling that it is “brilliant” and stating that “this is
going to be so many hours of our lives saved”, B feeling that “[it] is
really easy” to use. This was further acknowledged by A saying that
“saving just one dataset with our previous software takes longer than
this entire session”. The inclusion of the fishes’ convex hull was very
positively received, A stating that “everything I have seen today is an

improvement over what we had before”. On the other hand, the expert
remarked on current limitations as “it would be nice to include all of
the conversions into this system since it gets deployed to biologists”.
B followed up on that, asking for a possiblity to export the segmented
volumes into a specialized format for further scientific analysis.

Other thoughts confirmed the design decisions that occurred through
the development cycle, A feeling that “the linking is very handy because
otherwise very often I’m confused which fish I am looking at” and we
found that the expert used the linked view between the Selection View
and the Meta feature view repeatedly to identify a fish that had not been
selected before. B stating that “I want scroll through the features in
order to see which of the features falls out first”. Furthermore, both A
and B heavily utilized volume rendering to inspect whether the selection
of a fish was complete and which features to add, A stating that “I can
actually see to which fish this piece belongs”. In the initial stages, he
browsed through the number of features to separate a specific fish he
was looking for. Both users were very happy with the broad, initial
selection using the volume picking, stating that “it is super handy to
pick in the volume rendering. I can hover over it and compare the
feature numbers. Doing it in this view is really cool.”

The end results of the use cases were very successful as the generated
volumes captured the fishes correctly, A stating that “It’s a triumph”,
while B noted that “this does everything I would have asked for”.

Limitations. One of the shortcomings of our current system is the pre-
processing step, which subsamples the original volume, and then com-
putes the join tree. Right now this is performed by a set of command
line scripts. Before wide availability, we plan to make the software
better integrated, such that users can easily perform all the required
preprocessing through the user interface itself. TopoAngler currently
extracts the subvolumes corresponding to fishes in the same orientation
as the original volume. However, the fishes are not axis-aligned, thus
causing the extracted volume to be larger than necessary, thus increas-
ing file sizes. We plan to provide a better alignment algorithm that uses
the dominant axis of the fish. Along similar lines, as we saw in some
of the cases, it is possible for fishes to be highly curved. Biologists are
interested in “unrolling” the fishes since it helps ease further analysis.
This is an interesting direction which we plan to pursue in the future,
which would require a priori knowledge about the skeletal structure
of the fishes. We have not performed a formal user study to test the
usability of the system. As we deploy TopoAngler to the large number
of biologists of the ScanAllFish project, usability becomes an important
aspect of the software and we will address in the future.

7 CONCLUSION

We present TopoAngler, a visualization and segmentation system that
allows users to interactively extract entire fishes from Micro-CT scans
containing several fishes. TopoAngler combines techniques from com-
putational topology with a linked views-based visual interface that
allows users to interactively gather and extract fishes from an input
volume. We demonstrate use cases, and report feedback from the scien-
tists involved in the project indicating the utility of our application. Our
current prototype brings the overall time to segment the fish burritos
from the project by two orders of magnitude bringing the time down
from a week to a few minutes.
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